**Impute Missing Data:**

*Replace using MICE*

*For each missing value, this option assigns a new value, which is calculated by using a method described in the statistical literature as "Multivariate Imputation using Chained Equations" or "Multiple Imputation by Chained Equations".*

*Custom substitution value*

*Use this option to specify a placeholder value (such as a 0 or NA) that applies to all missing values. The value that you specify as a replacement must be compatible with the data type of the column.*

*Replace with mean*

*Calculates the column mean and uses the mean as the replacement value for each missing value in the column.*

*Replace with mode*

*Calculates the mode for the column and uses that as the replacement value for every missing value in the column.*

*Replace with median*

*Calculates the column median value and assigns that as the replacement for any missing value in the column.*

*Remove entire row*

*Completely removes any row in the dataset that has one or more missing values. This is useful if the missing value can be considered randomly missing.*

*Remove entire column*

*Completely removes any column in the dataset that has one or more missing values.*

*Replace using Probabilistic PCA*

*Replaces the missing values by using a linear model that analyzes the correlations between the columns and estimates a low-dimensional approximation of the data, from which the full data is reconstructed.*

**Normalize Data:**

Zscore

This option converts all values to a z-score. The values in the column are transformed using the following formula:

![C:\Users\jboswell\Downloads\image025.jpg](data:image/jpeg;base64,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)

MinMax

The min-max normalizer linearly rescales every feature to the [0,1] interval.

Rescaling to the [0,1] interval is done by shifting the values of each feature so that the minimal value is 0, and then dividing by the new maximal value (which is the difference between the original maximal and minimal values).

The values in the column are transformed using the following formula:
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LogNormal

This option converts all values to a lognormal scale.

The values in the column are transformed using the following formula:
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Here μ and σ are the parameters of the distribution, computed empirically from the data as maximum likelihood estimates, for each column separately.

TanH

All values are converted to a hyperbolic tangent.

The values in the column are transformed using the following formula:
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**Linear Regression:**

Online gradient descent

Gradient descent is a method that minimizes the amount of error at each step of the model training process. There are many variations on gradient descent and its optimization for various learning problems has been extensively studied.

Ordinary least squares

Least squares linear regression is one of the most commonly used techniques in predictive analytics. This method assumes that there is a fairly strong linear relationship between the inputs and the dependent variable. Ordinary least squares refers to the loss function, which computes error as the sum of the square of distance from the actual value to the predicted line, and fits the model by minimizing the squared error.

**Mean absolute error (MAE)** measures how close the predictions are to the actual outcomes; thus, a lower score is better.

**Root mean squared error (RMSE)** creates a single value that summarizes the error in the model. By squaring the difference, the metric disregards the difference between over-prediction and under-prediction.

**Relative absolute error (RAE)** is the relative absolute difference between expected and actual values; relative because the mean difference is divided by the arithmetic mean.

**Relative squared error (RSE)** similarly normalizes the total squared error of the predicted values by dividing by the total squared error of the actual values.

**Coefficient of determination**, often referred to as R2, represents the predictive power of the model as a value between 0 and 1. Zero means the model is random (explains nothing); 1 means there is a perfect fit. However, caution should be used in interpreting R2 values, as low values can be entirely normal and high values can be suspect.

Mean Absolute Error (MAE): The average of absolute errors (an error is the difference between the predicted value and the actual value).

Root Mean Squared Error (RMSE): The square root of the average of squared errors of predictions made on the test dataset.

Relative Absolute Error: The average of absolute errors relative to the absolute difference between actual values and the average of all actual values.

Relative Squared Error: The average of squared errors relative to the squared difference between the actual values and the average of all actual values.

Coefficient of Determination: Also known as the R squared value, this is a statistical metric indicating how well a model fits the data.

**Boosted Decision Tree Regression:**

**Single Parameter**

If you know how you want to configure the model, you can provide a specific set of values as arguments. You might have learned these values by experimentation or received them as guidance.

**Parameter Range**

If you are not sure of the best parameters, you can find the optimal parameters by specifying multiple values and using a parameter sweep to find the optimal configuration.

For **Maximum number of leaves per tree**, indicate the maximum number of terminal nodes (leaves) that can be created in any tree. By increasing this value, you potentially increase the size of the tree and get better precision, at the risk of overfitting and longer training time.

For **Minimum number of samples per leaf node**, indicate the minimum number of cases required to create any terminal node (leaf) in a tree. By increasing this value, you increase the threshold for creating new rules. For example, with the default value of 1, even a single case can cause a new rule to be created. If you increase the value to 5, the training data would have to contain at least 5 cases that meet the same conditions.

For **Learning rate**, type a number between 0 and 1 that defines the step size while learning. The learning rate determines how fast or slow the learner converges on the optimal solution. If the step size is too big, you might overshoot the optimal solution. If the step size is too small, training takes longer to converge on the best solution.

For **Number of trees constructed**, indicate the total number of decision trees to create in the ensemble. By creating more decision trees, you can potentially get better coverage, but training time will increase.

For **Random number seed**, you can type a non-negative integer to use as the random seed value.

Select **Allow unknown categorical levels** option to create a group for unknown values in the training and validation sets. If you deselect this option, the model can accept only the values that are contained in the training data.

**K-Means Clustering:**

Single Parameter. If you know the exact parameters you want to use in the clustering model, you can provide a specific set of values as arguments.

Parameter Range. If you are not sure of the best parameters, you can find the optimal parameters by specifying multiple values and using the Sweep Clustering module to find the optimal configuration.

**For this experiment**, we will use Single parameter.

**For Number of Centroids**, type the number of clusters you want the algorithm to begin with.

The properties Initialization are used to specify the algorithm that is used to define the initial cluster configuration.

*First N*. Some initial number of data points are chosen from the data set and used as the initial means

*Random*. The algorithm randomly places a data point in a cluster and then computes the initial mean to be the centroid of the cluster's randomly assigned points.

*K-Means++*. This is the default method for initializing clusters.

*K-Means++Fast*. A variant of the K-means ++ algorithm that was optimized for faster clustering.

*Evenly*. Centroids are located equidistant from each other in the d-Dimensional space of n data points.

*Use label column*. The values in the label column are used to guide the selection of centroids.

**For Random number seed**, optionally type a value to use as the seed for the cluster initialization. This value can have a significant effect on cluster selection.

**For Metric**, choose the function to use for measuring the distance between cluster vectors, or between new data points and the randomly chosen centroid. Azure Machine Learning supports the following cluster distance metrics:

*Euclidean*. The Euclidean distance is commonly used as a measure of cluster scatter for K-means clustering. This metric is preferred because it minimizes the mean distance between points and the centroids.

*Cosine*. The cosine function is used to measure cluster similarity. Cosine similarity is useful in cases where you do not care about the length of a vector, only its angle.

For Iterations, type the number of times the algorithm should iterate over the training data before finalizing the selection of centroids. You can adjust this parameter to balance accuracy vs. training time.

**For Assign label mode**, choose an option that specifies how a label column if present in the dataset, should be handled.

Because K-means clustering is an unsupervised machine learning method, labels are optional. However, if your dataset already has a label column, you can use those values to guide selection of the clusters, or you can specify that the values be ignored.

*Ignore label column*. The values in the label column are ignored and are not used in building the model.

*Fill missing values*. The label column values are used as features to help build the clusters. If any rows are missing a label, the value is imputed by using other features.

*Overwrite from closest to center*. The label column values are replaced with predicted label values, using the label of the point that is closest to the current centroid.

**Anomaly Detection:**

Currently, Azure Machine Learning Studio supports the following anomaly detectors.

One-Class Support Vector Machine: One class support vector machine implements a binary classifier where the training data consists of examples of only one class (normal data). The model attempts to separate the collection of training data from the origin using maximum margin. By default, a radial basis kernel is used.

PCA-based: This algorithm uses PCA (Principal Component Analysis) to approximate the subspace containing the normal class. The subspace is spanned by orthonormal eigenvectors associated with the top eigenvalues of the data covariance matrix. For each new input, the anomaly detector first computes its projection on the eigenvectors, then it computes the normalized reconstruction error. This norm error is the anomaly score. The higher the error, the more anomalous the instance is.

Trainer

Anomaly detection has a separate trainer module since labels are optional during training. For all other supervised learning tasks, labels are required.

Learner Parameters

The parameters of the learner can be specified in two different ways using the Create Trainer mode option found in the module properties.

Single Parameter: In this mode, the parameters are specified manually.

Parameter Sweep: This mode is meant to be used in conjunction with the Sweep Parameters module. Multiple values or a range of values can be specified for each of the tunable parameters. Sweep Parameters module can then be used to optimize these values.

In the experiment, we use the Parameter Sweep mode and specify a grid of value for each of the parameters. The parameter sweep is then executed to optimize F-score value of the detector. Other metrics relevant to classification such as AUC, ROC, precision/recall can also be optimized instead.

Parameter Sweep

The parameter sweep takes an untrained learner, training data and optionally validation data. For the anomaly detector, we need to specify both training and validation data since the training data consists of examples from a single class whereas validation data consists of examples from both classes. This excludes the use of cross-validation to optimize parameters.

The Sweep Parameters module outputs a learner with the best settings. We can use this learner directly or re-train the learner with this setting using the entire training data.

Scoring

Predictions from the anomaly detectors can be obtained using the Score Model module. The output of one-class SVM anomaly detectors consists of uncalibrated scores that may be possibly unbounded. We normalize the scores to match the dynamic range of scores generated by the PCA anomaly detector (which lies in [0,1] range).

Results

Anomaly detectors can be evaluated on the same metrics as binary classifiers. Area under the ROC curve provides a good way to measure the discriminatory power of the anomaly detectors.